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Abstract— The Symbol recognition is a significant area in computer vision that involves the recognition of symbols in an image or video. 
Symbol recognition is used in a large number of different applications like converting the text document into other electronic document 
formats, forming mathematical expression, maps, musical notations etc. When someone copies the data from any text document like any 
PDF file instead of that original characters or special symbols, garbage value would be copied at some places. So identification of special 
symbols requires higher accuracy at the time of recognition. This paper describes the analytical study of various techniques which will be 
useful for implementation of the system.  Some existing techniques of feature extraction, classification and recognition of symbols and 
characters are compared in this paper. 

Index Terms— Classification, feature extraction, preprocessing, segmentation, symbol recognition, support vector machine,  

——————————      —————————— 

1 INTRODUCTION                                                                    

Symbol recognition is used in a large number of diverse appli-
cations such as: 

 Interpreting and converting scanned engineering 
drawings and circuit diagrams into other electronic 
manuscript formats. 

 Recognizing and locating trademarked content. 
 Querying images from databases based on shape and 
 Recognizing characters and words within an electron-

ic document [1]. 
The exsisting symbol recognition approaches can be divided 
usually into two groups: statistical approaches and structural 
approaches. Normally structural approaches are vector-based 
in which symbol is decomposed into some vector-based primi-
tives at first such as dominant points, lines and arcs. As for 
statistical approaches, the pixel is typically the primitive. The 
most important stastical descriptors include plain binary im-
age, moment invariants, ring projection and shape context [2]. 
In many applications it is necessary to copy the contents from 
some original documents which may be in PDF or any other 
format. So, while copying the data from document, when it 
encounters a special symbol it remains unread in the copied 
document, or instead of that special symbol random value 
placed in the copied document. So it is very difficult to read 
the original document. While reading the printed English text 
if a special symbol found then main task is to identify that 
particular special symbol.  
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After recognition of that symbol same process continues i.e. if 
again symbol found while reading the rest of the document 
processing will done on it. Processing of symbol consists of 
following steps -Preprocessing, Segmentation, Feature extrac-
tion, Classification and Recognition. 

The architecture of symbol recognition consists of general 
image processing steps as shown in Fig. 1. Usually image con-
sisting of symbol or character is acquired through scanner or 
any other digital device. Preprocessing is the next step to pro-
duce the clean image after image acquisition and to make it 
suitable for segmentation and feature extraction. Finally sup-
port vector machine or any other suitable classifier can be 
used for recognition purpose. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Architecture of Symbol Recognition 
 
 
2 RELATED WORK  
The history of character recognition can be traced as early as 
1900, when the Russian scientist Tyuring attempted to develop 
an assist for the visually handicapped. The first character re-
cognizers developed in the middle of the 1940s with the 
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growth of digital computers. The early work on the automatic 
recognition of characters has been concentrated either upon 
machine-printed text or upon a small set of handwritten text 
or symbols. Machine-printed Character recognition systems 
normally used template matching. For handwritten text, low-
level image processing techniques have been used on the bi-
nary image to extract feature vectors, which are then fed to 
statistical classifiers. 

Successful, but inhibited algorithms have been imple-
mented mostly for Latin characters and numerals. However, 
some studies on Japanese, Chinese, Hebrew, Indian, Cyrillic, 
Greek, and Arabic characters and numerals in both machine-
printed and handwritten cases were also initiated. The com-
mercial character recognizers were available in the 1950s. His-
torical review of charcter recognition research and growth 
during this period can be found in and for off-line and on-line 
cases, respectively. In the early 1990s, image processing and 
pattern recognition techniques were efficiently united with 
artificial intelligence (AI) methodologies. Nowadays, in addi-
tion to the more powerful computers and more accurate elec-
tronic equipments such as scanners, cameras, and electronic 
tablets, we have efficient, modern use of methodologies such 
as neural networks (NNs), hidden Markov models (HMMs), 
fuzzy set reasoning, and natural language processing. [3]  

3 PROESS OF SYMBOL RECOGNITION  
The symbol recognition normally includes the following parts: 
Preprocessing, Feature extraction, and Classification.  
 
3.1 Preprocessing 
Preprocessing of a character or symbol is important because it 
affect the recognition rate very much. Preprocessing brings the 
raw data into some specific format and it gives good results. 
The main objectives of preprocessing are [3]: 
1) Noise reduction 
2) Normalization  
3) Compression. Some of the exsisting preprocessing tech-
niques are given in TABLE 1. Recognition system consists of 
following modules: 

 
 
 
 
 
 

 
 
 
 
 
 
 

 
 

        Fig. 2. Process of Symbol Recognition 

There are several preprocessing techniques available to pro-
duce the clean image. It consists of many steps like Filtering, 
Morphological operation, Normalization, Thinning, Resam-
pling.  
 
3.1.1 Noise Reduction- 
The noise, introduced by the optical scanning device or the 
writing instrument, causes disconnected line segments and 
gaps in lines, filled loops, etc. Hundreds of available noise 
reduction techniques can be categorized in major groups. 
Some of the exsisting preprocessing techniques are as follows: 

TABLE 1 
Exsisting preprocessing Techniques 

Author Preprocessing Tech-
niques 

Vnaita Mane, Leena 
Ragha[4] 

Filtering, Morphologi-
cal Operations, Norma-
lization 

Birendra Keshari, Ste-
phen Watt[5] 

Gaussian Smoothing, 
Resampling 

Gong Xin, LI Cuiyun, 
PEI Jihong, XIE Weix-
in[6] 

Noise Removal, 
Smoothing, Data point 
Rearrangement 

Dewi Nasien, Habibol-
lah Haron, Siti Yuha-
niz[7] 

Thinning 
 
 

Shubhangi D. C, Prof. 
P.S.Hiremath[8] 

Normalization, Thin-
ning 

Lie Hu,  
Richard Zanibbi[9] 

Duplicate Point Filter-
ing, Size Normaliza-
tion, Smoothing, Re-
sampling 

J.Pradeep, E. Sriniva-
san, S.Himavathi, [10] 

Binarization, dilation 

  
T. Cheng, J. Khan, H. 
Liu and D. Y. Y. 
Yun[11] 

autocropping, centrali-
zation, and normaliza-
tion 

  
Birendra Keshari, Ste-
phen Watt[12]  

Smoothing, Filling in-
termediate points, re-
sampling, Size norma-
lization 

Widad Jakjoud , Az-
zeddine Lazrek[14] 

Filtering (Gaussian 
filter) 
Binarization 

 
3.1.1.1 Filtering:  
This aims to remove noise and diminish false points, usually 
introduced by irregular writing surface and/or poor sampling 
rate of the data acquisition device. Filters can be planned for 
smoothing, sharpening, thresholding, removing slightly tex-
tured or colored background, and contrast adjustment pur-
poses. [3] 
 
3.1.1.2 Morphological Operations:  
The basic idea behind the morphological operations is to filter 
the document image replacing the convolution operation by 
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the logical operations [3]. Various morphological operations 
such as bridge, fill, clean, majority and thin can be intended to 
connect the broken strokes, decompose the connected strokes, 
smooth the contours, thin the characters, and extract the 
boundaries. Therefore, morphological operations can be suc-
cessfully used to remove the noise on the document images 
due to low quality of paper and ink, as well as irregular hand 
movement [4]. 
 
3.1.2 Normalization:  
Normalization methods try to remove the variations of the 
writing and acquire standardized data. The following are the 
basic methods for normalization. 

 
3.1.2.1 Skew Normalization  
Due to inaccuracies in the scanning process and writing style, 
the writing may be slightly tilted or curved within the image. 
This can harm the effectiveness of later processing and, thee-
fore, should be detected and corrected (e.g., “9” and “g”) [3]. 

  
3.1.2.2 Size Normalization:  
This is used to adjust the character size to a certain standard. 
Methods of character recognition may apply both horizontal 
and vertical size normalizations [3]. 

 
3.1.2.3 Slant Normalization: 
Slant normalization is used to normalize all characters to a 
standard form. The most common method for slant estimation 
is the calculation of the average angle of near-vertical elements 
[3]. 

 
3.1.3 Compression:  
Compression is mainly used to reduce the storage requirement 
for image. Two popular compression techniques are thre-
sholding and thinning. 
 
3.1.3.1 Thresholding (Binarization) 
In order to reduce storage requirements and to increase 
processing speed, it is often desirable to represent gray-scale 
or color images as binary images by picking a threshold value. 
Two categories of thresholding exist: global and local. Global 
thresholding picks one threshold value for the entire docu-
ment image and local thresholding uses the different values 
for different regions [3]. 

 
3.1.3.2 Thinning (Skeletonisation)  
This process extracts the shape information of characters or 
symbols. Skeletonisation is also called thinning. Skeletonisa-
tion refers to the process of reducing the width of a line like 
object from many pixels wide to just single pixel. This process 
can remove irregularities in letters and in turn, makes the rec-
ognition algorithm simpler because they only have to operate 
on a character stroke, which is only one pixel wide. It also re-
duces the memory space required for storing the information 
about the input characters and this process also reduces the 
processing time [3]. 

From Table 1 it is observed that Filtering, Normalization, 
Binarization can be used as a preprocessing techniques. 

3.2 Evaluation of Feature Extraction Techniques 
Feature extraction is the name given to a family of procedures  

TABLE 2 
Review of Exsisting Feature Extraction Methods 

Author No. of Samples Feature Extraction 
Techniques 

Birendra Keshari, 
Stephen Watt[5] 

Dataset with 48 
symbols 

Co-ordinates of 
resampled points, 
sine & cosines of 
the angle made by 
segments and turn-
ing angle  

Gong Xin, LI 
Cuiyun, PEI Ji-
hong, XIE Weix-
in[6] 

Graphic library 
contain 110 
symbols 

Normalizes dis-
tance measure, ro-
tation angle of the 
strokes 

Dewi Nasien, Ha-
bibollah Haron, 
Siti Yuhaniz[7] 

Lowercase- 
189,411 sam-
ples, Upper-
case-217,812 
samples 

Freeman chain 
code  
(4-neighbourhood) 

Shubhangi D. C, 
P.S. Hiremath[8] 

26000 Samples 
of handwritten 
english charac-
ter, 5000 sam-
ples english 
handwritten 
digits 

Height, 
Width,Slantness, 
Average pseudo 
pressure, number 
of Strokes etc. 

Lie Hu,  
Richard Zanibbi 
[9] 

20281 samples 
in training set, 
2202 samples 
in testing set 

Pen up/down, 
speed, normalized 
x & y co-ordinate, 
cosine & sine of 
curvature,vicinity 
aspect etc. 

J.Pradeep, E. Sri-
nivasan, 
S.Himavathi [10] 

50 dataset Without any fea-
ture Extraction 

T. Cheng, J. Khan, 
H. Liu and D. Y. 
Y. Yun[11] 

34 symbols Movement inva-
riant 

Birendra Keshari, 
Stephen Watt[12] 

137 unique 
Mathematical 
symbols 

Intersections, loops, 
Height-weidth ra-
tio, Number of 
strokes, Initial / 
End position etc. 

Xue Dong Tian, 
Hai-Yan Li, Xin-
Fu Li and Li-Ping 
Zhang[13] 

100 Chinese 
mathematical 
literature, 3000 
mathematical 
formula 

Gabor filter, Para-
meter selection 
(standard devia-
tion,wavelength), 
Elastic meshing 

Widad Jakjoud , 
Azzeddine La-
zrek[14] 

Symbol & error 
database 

Countour & region 
approaches 

Shailedra Shrivas-
tava, Sanjay S. 
Gharde[15] 

2000 samples Moment Invariant 
and Affine Moment 
Invariant 
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for measuring the relevant shape information contained in a 
pattern so that the task of classifying the pattern becomes  
easy. The feature extraction stage analyses a text segment and 
selects a set of features that can be used to uniquely identify 
the text segment. 

The task of human expert is to select features that permit ef-
fective and efficient recognition of pattern. Feature extraction 
is a very significant in recognition system because it is used by 
the classifier to classify the data. This can be achieved by some 
of the following: 
 
3.2.1 Chain Code 
Chain code is demonstration technique which is useful for 
image processing, shape analysis and pattern recognition 
fields. Chain code representation provides the boundary of 
character image in which the codes represent the direction of 
where is the location of the next pixel. One such method is 
Freeman Chain Code having two directions of chain code, 
namely 4- neighborhood and 8-neighborhood [7]. 

 
3.2.2 Moment Invariant: The moment invariants (MIs) are 
used to evaluate seven distributed parameters of a numeral 
image [15]. 
 
3.2.3 Gabor Filter: 2-D Gabor filter is a somewhat complex 
sinusoidally modulated Gaussian function with the response 
in spatial domain and spatial frequency domain. 

From Table 2 it is observed that moment Invariant can also 
be good feature extraction technique because it can be applied 
to different size images and this approach is invariant to rota-
tion, scaling, and translation and can also be used as aircraft 
identification, and character recognition. Gabor filter can also 
be used as feature extraction because along with this Xue-
Dong Tian [13] achieved high recognition rate. 

 
3.3 Evaluation of Classification Techniques  
During classification stage character or symbol is placed in the 
appropriate class to which it belongs. Various classifiers can 
be used for the recognition purpose. Some of them are: Sup-
port Vector Machine (SVM), Neural Network (NN), Hidden 
Markov Model (HMM) 
 
3.3.1 Support Vector Machine 
Generally, Support Vector Machines (SVM) is used for classifi-
cation in pattern recognition. Support Vector machine is one of 
the supervised learning technique. First realistic implementa-
tion of SVM had been executed in early nineties. This strategy 
is introduced by Vapnik and co-workers. Support vector ma-
chine is one of the paramount techniques used for linear and 
nonlinear classification. The SVM classifier was formerly de-
veloped for two-class or binary classification and the challeng-
ing applications of pattern recognition led to the design of 
multi-class SVM classifiers using the binary SVM classifiers.  

SVMs were developed to solve the classification problem, 
but recently they have been unlimited to solve regression 
problems [15]. 
 
 

3.3.2 Hidden Markov Model 
The research work of Hidden Markov Model can be traced 
back to 1960’s, but the HMM is not generally used in the pat-
tern recognition field until 1980's. This model is primarily ap-
plied in the continuous voice recognition and great success has 
been gained. In recent years, HMM is also be used in the 
handwriting recognition and cursive script recognition.  

Hidden markov model is a dual random process each 
comes from a markov process. One of these random process is 
not obvious, its characteristic can only he described by the 
other random process's surveillance. This hidden process is a 
finite state process [6]. 
 
3.3.3 Neural Network 
Feedforward neural networks, including multilayer percep-
tron (MLP), radial basis function (RBF) network, the probabil-
istic neural network (PNN), higher-order neural complex 
(HONN), etc., have been broadly applied to pattern recogni-
tion. The connecting weights are usually adjusted to minimize 
the squared error on training samples in supervised learning. 
A network using local connection and shared weights, called 
convolutional neural network, has reported huge success in 
character recognition. Thers is a Zernike moment feature 
based approach for Devnagari handwritten character recogni-
tion. They used an artificial neural network for classification.  

TABLE 3 
Evaluation of Classification method with their Recognition 

Rate 
Author Classifier Rec. 

Rate 
Gong Xin, LI Cuiyun, 
PEI Jihong, XIE Weix-
in[6] 

Hidden Markov 
Model 

85.% 

Shubhangi D. C, Prof. 
P.S.Hiremath[8] 

Multi class SVM 
Classifier 

99.91% 

Lie Hu,  
Richard Zanibbi[9] 

Hidden Markov 
Model 

92.31% 

J.Pradeep, E. Srinivasan, 
S.Himavathi, [10] 

Feed forward 
backpropogation 
Neural Network 

90.19% 

Xue-Dong Tian, Hai-Yan 
Li, Xin-Fu Li and Li-Ping 
Zhang[13] 

 
Minimum dis-
tance Classifier 

97.75% 

Shailedra Shrivastava, 
Sanjay S. Gharde[15] 

Support Vector 
Machine 

99.48% 

B.Q.Huang, M.T. Kecha-
di[16] 

Hidden Markov 
Model & Multi-
layer Perceptron 

93.43% 
(Avg.) 

C. Pirlo,  
D. Impedovo[17] 

Zoing Based 
Classification 

95% 

M. Hanmandlua, K.R. 
Murali Mohanb, Sourav 
Chakrabortyc, Sumeer 
Goyald, D. Roy Choud-
hurye 

 
Neural Network,  
Fuzzy Logic 

93.84% 
(NN) 
98.25% 
(Fuzzy 
Logic) 
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From Table 3 it is observed that Gong [6] obtained a recog-
nition rate of 85% using hidden markov model and Haung 
[16] obtained the recognition rate of 93.43%. Support vector 
machine [8], [15] provides the recognition rate upto 99.91% to 
99.48%. Using minimum distance classifier Xue-Dong Tian 
[13] obtained the recognition rate 95.75%. C. Pirlo [17] proved 
that Zoing Based Classification provides the recognition rate 
of 95%. So it is recognized that recognition rate can be higher 
using support vector machine. 

4 CONCLUSION 
There are various approaches for recognition of symbols as 
neural network, support vector machine and hidden markov 
model etc. After review study it is observed that support vec-
tor machine can provides better recognition rate as compared 
to other classification techniques. 

From the evaluation of feature extraction and classifica-
tionn techniques, system can be implemented for recognition 
of special symbol using moment invariant as a feature extrac-
tion technique and support vector machine as a classifier. 
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